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Extended Abstract

Understanding the evolution of human creative expression is central to art history, and
instrumental to the progress of algorithmic creativity [1, 2]. Recent advances in generative
Al such as Stable Diffusion, Midjourney, and DALL-E, show great promise in generat-
ing detailed images based on textual prompts blending visual concepts and art styles.
However, whether these models can produce truly novel outputs beyond recombination
remains unclear. Measuring creativity and cultural progress in subjective domains like
the arts is challenging, but generative Al can help deconstruct art into distinct concepts,
such as style, content, and composition, and measure their similarity. In this ongoing
work, we propose a method to measure the similarity of visual concepts and thereby the
cultural evolution of artist styles. We also present a simple influence model to represent
the cultural processes and discuss the potential of generative Al to explore new, unseen
art styles.

Our work is based on the Stable Diffusion model [3], which comprises a text inter-
preter (CLIP) and an image generator. Our focus is on the first layer of CLIP, which
tokenizes the textual input and embeds each token into a token space. This process en-
codes linguistic concepts, such as “cat” or “Van Gogh,” into a shared embedding. As a
result, the model implicitly deconstructs images into concepts based on, e.g., the objects
depicted, specific colors, or various stroke techniques.

We introduce a new dataset of artistic style embeddings for 1,114 artists from the
1400s to 2000s, using the refined WikiArt dataset as a basis [4]. By applying textual
inversion, we recompute a single vector ¥ € R7%® representing the style of each artist in
the data. Textual inversion involves finding a representation of a concept Vv in the token
space based on a set of example images and a prompt blueprint (i.e. “a painting in the
style of V") [5].

We conducted a preliminary analysis of the evolution of artistic styles in the latent
space. As shown in Figure 1.a, artists are located in the vicinity of their contemporary
peers. Moreover, we observed that the convex hull of artistic styles expands over time,
indicating that new styles emerge beyond the distribution of existing styles.

We model an artist’s style as a linear combination of pre-dating artists using an
influence model and find that an artist’s style can be well described as being influenced
by only a few predating artists. An important caveat is that the data we analyze is
already curated and thus the measures we present are computed from a contemporary,
historical perspective.

Our work showcases novel methods for computing the stylistic similarity of different
artists and measuring stylistic creativity. The findings shed light on the prospects of
discovering new art styles in the latent space of generative Al. Our study contributes to
the growing field of computational creativity, linking generative AI and cultural evolution.
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Figure 1: [Preliminary Results] (a) A projection of the first two PCA dimensions of the
artists’ embeddings with colors representing the median year of the artists’ artworks. A
rainbow-colored line shows the moving average of the embeddings. (b) Non-zero weights
of the linear influence model, as described in equation ??7. A non-zero weight can be
interpreted as one artist influencing another artist style. Empirically we found a concen-
tration close to the diagonal. Therefore the model suggests that artist in the dataset are
predominantly influenced by peers of the same period. (c) Images generated with the
prompt "a painting in the style of <avg. year>" with the vector <avg. year> corre-
sponding to the moving average as depicted in (a).



