
Do Computer Vision models internally differentiate visual and

conceptual aspects of art without explicit supervision?

In the context of Deep Learning, disentanglement learning was developed with the aim of

discerning controllable factors of variation in the latent representations of data models

[1,2,3]. Identifying such marginal independences in the latent representations and enforcing

learning in this direction favours the formation of meaningful latent representations, and the

isolation of crucial abstractions in models. With the widespread adoption of generative AI

models to create artistic images, it is important to identify the affordances of such models

with respect to what abstractions they internally learn, what types and what explicit

supervisions induce which learning.

We perform a supervised disentanglement experiment on StyleGAN3 [4], a state of the arts

model for disentaglement learning, trained from scratch on the iMET textile collection

dataset [5] at the task of image reconstruction. The experiment searches for independent

factors of variations ranging from the colour and shape level features to the location and

time-period of the textile in the image. For each feature, whenever possible, we find an

approximation of the disentangled direction (a vector in the latent space of the model),

using low-level image processing features for the first type, and training an image classifier

on the existing metadata of the iMET dataset for the high level features. We experiment on

textile data due to their prevalently bidimensional nature and the abundance of visual

patterns it offers. Furthermore, in this work, we do not introduce any external supervision or

guidance to the classifier, which will be object of future work. On the contrary, we

investigate the disentangled features of a purely visual model, assessing which levels of

understanding are independently encoded in the latent space of such model and can be

manipulated.
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