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1. Introduction

All human languages change over time, as linguistic variants are discarded, inno-
vated, and their meanings shifted. Most change stems from variation, be it geo-
graphical, cultural or social. Here we examine a division and source of variation
intersecting these categories: political polarization. Particularly in the last decade,
social and political scientists have been concerned with the causes and alarming
social effects of increasing media polarization and partisan segregation particu-
larly in the US (Brown & Enos, 2021). However, political polarization may also
have an effect on the dynamics of language evolution and change, forming the ba-
sis for signals of in-group and out-group status (?) and potentially leading to more
dramatic language speciation at deeper timescales (?; Altmann, Pierrehumbert, &
Motter, 2011). Using existing political categorizations, we collect and use an ex-
tensive corpus of social media posts to quantify divergence in American English
along the left-right axis, both in topics of conversation and lexical semantics.

Twitter data has been shown to be useful for mapping lexical innovation and
variation (Grieve, Nini, & Guo, 2018; Bhat & Klein, 2020) and analyzing polar-
ization effects (Chen, Salloum, Gronow, Ylä-Anttila, & Kivelä, 2021). Studies of
linguistic divergence between political divides have often focused on politicians
and activists (Adamic & Glance, 2005; Li, Schloss, & Follmer, 2017; Gentzkow,
Shapiro, & Taddy, 2019). Those on the general population have grouped subjects
based on self-reporting (Halpern & Rodrıguez, 2018) and social media activity
(Sylwester & Purver, 2015; Demszky et al., 2019; KhudaBukhsh, Sarkar, Kamlet,
& Mitchell, 2020). We focus on everyday interactions, not just political commu-
nication, and scale up the latter sampling approach, mining and grouping a total
of half a billion follower listings across 72 large US news media accounts. We
use the Allsides Media Bias Rankings (Allsides, 2021, v4) to delineate likely left
and likely right biased news outlets (Allsides is not perfectly unbiased itself, but
serves as a useful starting point). Having access to the entire follower bases of the



news accounts allows us to carry out full set operations, and find users who only
follow one side but not the other. Further limiting these to active and identifiably
US-located users (a major bottleneck) leaves 6202 likely “left” and 4783 likely
“right” aligned accounts. We mined their tweets between February-September
2021, yielding a corpus of 1.5 million tweets (750,814 and 732,521, respectively).

Figure 1. Divided they (micro)blog. UMAP dimension reduction of an LDA topic model of the tweet
corpus, with illustrating keywords. Each dot is an account, accounts with similar content are arranged
together (blue = “left”, red = “right”).

2. Results and Conclusions

We fit a topic model to the tweet corpus, visualized in Figure 1, showing how the
two sides differ in their daily conversation topics. Word frequencies quantify this
further, revealing magnitudes of difference in the usage of some terms. Phrases
like President Trump and communist are used about 16x more by the “right” in
2021, who also prefer hand-shaped emoji in contrast to some face-shaped emoji
used predominantly by the “left”. We also apply word embeddings to detect se-
mantic change and identify potentially competing variants. While users on either
side still of course speak the same language, a number of interesting divergences
emerge, with differences in the meaning of some emoji and certain politically
charged terms (e.g. woke referring to either “wokeness” or just waking up). On-
going research aims to validate these findings with a crowd-sourced annotation
task (Schlechtweg, Walde, & Eckmann, 2018), and compare with recent large-
scale dialectal work (Grieve et al., 2018) to tease apart sources of variation.

By building on and scaling up previous methodologies of sampling utterances
by speaker political alignment, our results show that existing political divisions
are already being reflected in language use. Mapping this ongoing lexical and
semantic evolution in American English provides a model applicable to studying
similar phenomena in any language where sufficient data can be acquired. We
emphasize the potential for studies of this kind to shed light on the interplay of
interacting evolutionary dynamics at socio-cultural and linguistic levels.
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