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Artist-Guided Neural Networks – Automated Creativity

or Tools for Extending Minds?

Varvara Guljajeva, Mar Canet Sola,1 Isaac Clarke

Introduction

It is claimed that recent advancements in AI, such as CLIP-based products Mid-

journey and DALL-E, are supposed to augment our creativity. For the first time, it

does not sound so absurd that artists canfind themselves out of jobs (Nicholas 2017).

Not that artists would have ever had a secure and stable job, but deep learning (DL)

toolsmight eventually lead to losing some commercial commissions.However, such

thinking relies on a modern art approach where skills are in the centre of attention

and not the conceptual idea. Quoting Lev Manovich: “Since 1970 the contemporary

art world has become conceptual, ie focused on ideas. It is no longer about visual

skills but semantic skills”. (2022, 62) Echoing AaronHertzmann, once painters were

in a similar situation when photography was invented and took over the niche of

portrait-making. Then visual artists had to re-invent themselves and re-think the

meaning of painting. And photography had to wait another 40 years until it got rec-

ognized as an artistic medium (Hertzmann 2018).

Computer art emerged with the invention of the computer. Artists, such as Vera

Molnar and Manfred Mohr, created their first computer-generated artworks in the

1960s using scientific lab computers at night when they were not used by scientists.

Early computer artists were re-purposing a machine for artistic use and writing

code to make art on it. Since the creation process was mediated by a computer, it

may seem to the general audience that the artists were simply pressing a button and

the computer doing art for them.Hence, the question of authorship emerged: is the

artist a machine or human?

Paradoxically, today with the appearance of neural networks (NN) and their cre-

ative applications, the same question re-appears. For example, Aaron Hertzmann

has written several articles arguing that people do art and not computers (Hertz-

mann 2018, 2020). Lev Manovich also describes how AI-generated images that im-

1 Equal contribution.
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itate realist and modernist paintings are claimed to be art (Manovich 2022). At the

same time, experimental art forms, like installation, interactive, performance and

sound art, are often overlooked unless they are promoted by a large corporation.

Instead of re-telling a short but very dense history of DL technology develop-

ment, in thenext section,we focuson the appearanceofNNtools that raised interest

among the artists that led to meaningful artwork production.

Historical overview of deep learning development

DL is a subset of machine learning (ML) using Deep Neural Networks (DNN) to

learn underlying patterns and structures in large datasets. In 2012, a DNNdesigned

by Alex Krizhevsky outperformed other computer vision algorithms to achieve

the new state of the art in the ImageNet Large Scale Visual Recognition Challenge

(Krizhevsky / Sutskever / Hinton 2017). This model, AlexNet, signalled the start

of a new DL era. Over the past decade, DNNs have continued to grow in size and

complexity, and are now used in a wide range of tasks including Computer Vision,

Natural Language Processing, and even playing board games like Go. As AI tech-

nology has developed and become more prevalent in real-world systems, artists

have been exploring its limits and potentials, adapting these models to their own

practices.

As thenumberof scientificpublicationsonartificial intelligencegrowsexponen-

tially (Krenn et al. 2022), and the artistic interest grows alongside, it is useful tomap

out the influential papers, and related applications, to help track the evolution of the

AI-Art space in relation to the technological advances. Figure 1 shows a timeline of

the development of generative models for images and text. Using this diagram we

can make a few observations on the past ten years: the dominance of GANs for im-

age generation, the influence of the Transformer on Large LanguageModels (LLM),

and the growing interest in multi-modal approaches and translation models. The

starting period of image generation using DNNs can be traced back to the creation

of the Variational Auto-Encoder (VAE) (Kingma / Welling 2013), and the Generative

Adversarial Network (GAN) (Goodfellow et al. 2014).These models showed different

ways in which a neural network can be trained on a large dataset, and then used to

generate outputs that resemble but do not copy the original dataset.
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Fig. 1: Timeline of creative deep learning develop-

ment.
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Formuchof the past decade,GANart has been adominant anddefining element

ofAIArt.GANsare trainedusinga competitive lyinggame,playedby twoplayers: the

Generator and the Discriminator.The Generator wins by making an image that the

Discriminator thinks is from the original dataset. The Discriminator wins by suc-

cessfully identifying which images the Generator has made. By playing this game

repeatedly, both sides slowly learn when they have been fooled and remember in-

formation so they do not fall for the same tricks again.The Generator gets better at

making images, and the Discriminator gets better at detecting these fakes. At the

end of the game we are left with a Generator that is very good at generating new

images, with the qualities and style of our original inputs.

Image-to-Image Translation with Conditional Adversarial Nets (Isola et al. 2016), also

known as pix2pix, showed a process of converting one type of image into another

type. Mario Klingemann’s work Alternative Face2 used the pix2pix model with a

dataset of biometric face markers and the music videos of the singer François

Hardy. This allowed him to control the movement of the face with this form of

digital puppetry,which he then demonstrated by transferring the facial expressions

of the political consultant Kellyanne Conway onto Hardy’s face as she talks about

“alternative facts”.

In 2015, on the Google research blog, the post Inceptionism: Going Deeper into

Neural Networks (Mordvintsev / Olah / Tyka 2015) described a tool developed by

researchers attempting to understand how image features are understood in the

hidden layers of the NN. Alongside this post they released a tool called DeepDream.

This model enhances an image with the NN’s attempts to find the features of the

dataset it was trained on. The creative use of DeepDream was proposed by the

authors in the original article “It also makes us wonder whether NNs could become

a tool for artists – a new way to remix visual concepts – or perhaps even shed a

little light on the roots of the creative process in general”. DeepDream’s psychedelic

imagery quickly caught the attention of the internet and of artists around theworld,

resonating with those interested in understanding the cross-over between biologi-

cal and neurological constructions of images. Memo Atken’s work All Watched Over

By Machines Of Loving Grace: Deepdream edition3 for an exhibition of DeepDream art-

works in 2016, hallucinated over an aerial photograph of the GCHQ headquarters.

This work raises questions around themotivations of the organisations funding the

development of artificial intelligence, and in doing so make the dreamlike qualities

a little more nightmarish.

CycleGAN continued with the problem of image-to-image generation shown in

pix2pix,but removed the requirementof aligned imagepairsbeingneeded for train-

2 https://underdestruction.com/2017/02/04/alternative-face/

3 https://www.memo.tv/works/all-watched-over-by-machines-of-loving-grace-deepdream-e

dition
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ing (Zhu et al. 2017). Instead a set of source images and a set of target images that

aren’t directly related can be used.This has the advantage that it is simpler to scale

to larger datasets, making the process more accessible for artists. Helena Sarin has

been using CycleGAN for a number of years, and recently in Leaves of Manifold4 she

collected and photographed thousands of leaves to build her own training dataset,

and then implemented a custom pipeline with changes that improve results when

working with smaller datasets. This personalised approach in crafting the models

resonates with the hand-made, collaged aesthetic of the images generated.

Other notable developments to GANs brought improvements to image quality

and resolution (Karras et al. 2017). In late 2018, the release of StyleGAN (Karras 2021),

a model built on a combination of ideas from Style Transfer and PGGAN, demon-

strated very convincing images of human faces. In his article “How to recognize fake

AI-generated Images”, the artist Kyle McDonald (McDonald 2018) investigated the

images generated by StyleGAN, and highlighted the visual artefacts he found. At a

glance these images look like photographs, but on closer inspection irregularities

such as patches of straight hair,misaligned eyelines, ormismatched earrings reveal

the difficulties GANs have in managing “long-distance dependencies” in images.

In 2017 thepaperAttention IsAll YouNeed (Vaswani et al. 2017) proposed anewnet-

work architecture called the Transformer. This model addressed the long-distance

dependency issue inRNNsandCNNsby rethinkinghowwecouldhandle sequences.

Rather than looking at a sentence word by word, the Transformer observes the re-

lationship between all elements of the sequence simultaneously. Being able to bet-

ter handle long distance dependencies meant the Transformer was appropriate for

natural language generation.Artists and poets such as Allison Parrish have explored

the use of VAEs for short text generation, but with the emergence of LLM passages

of long, coherent texts could be generated (Brown et al. 2020). As dataset sizes in-

creased, along with hardware costs for training these large models, they have be-

come harder for individuals to train themselves, and the mode of interaction has

shifted from curated datasets and homemade scripts, to web APIs and third party

services. While it is more difficult to participate in the training process, the avail-

ability of services and interfaces provides new ways of working with these models

that canproduce less technical andmoreplayful approaches.For example,HitoStey-

erl used GPT-3 to create Twenty-One ArtWorlds: A GameMap (2021) and described the

process as “fooling around”withGPT-3 towrite descriptions of different ArtWorlds,

using the tool in the process of world building. In the resulting text it is difficult to

distinguish which words may have been written by Steyerl and which were written

by GPT-3.

The learnings from Large Language Models for text generation were soon ap-

plied to image generation (Dosovitskiy et al. 2021), and the simultaneous release of

4 https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/

https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/
https://www.nvidia.com/en-us/research/ai-art-gallery/artists/helena-sarin/


64 Artificial Intelligence – Intelligent Art?

CLIP (Radford et al. 2021) and DALL-E (Ramesh et al. 2021) signalled the start of a

new era of image generation. Although the DALL-E model was not released, CLIP

was made available to the public, and the model was quickly adopted by AI artists

whoapplied the ideaofCLIPguidance to various imagegeneration techniques.Ryan

Murdock produced the colab notebooks DeepDaze5, combining CLIP and SIREN,

and BigSleep6, combining CLIP and BIGGAN,which were subsequently adapted by

Katherine Crowson in the widely distributed VQGAN+CLIP notebooks7.

The paper DenoisingDiffusion ProbabilisticModels (Ho / Jain / Abbeel 2020) in-

troduced a different method for creating generative models. This technique trains

a model by adding increasing amounts of noise to an image and then having the

model remove the noise, resulting in a model that can generate images from only

noise.Diffusionmodels,whencombinedwithCLIPorother conditioningprocesses,

enable much faster text-to-image processing.

The popularity and accessibility of these techniques was further raised by the

product release of DALL-E 2 (Ramesh et al. 2022) andMidjourney8. Midjourney be-

came so popular it is now the largest Discord server with over 5 million members

as of writing. Following the releases of these products, open source models such as

Stable Diffusion have also been developed. There are many benefits of using free

and open source models for artists. Being able to modify code and develop on your

own hardware allows the artist to pursue their own experimental approaches, not

restricted to the interface designed by a service provider.

The artist’s involvement in generating new images with these models is vastly

different to workingwith GANs. Rather than building custom datasets and training

models, instead the focus has shifted to writing prompts that can generate the im-

ages the artist wants to find, and designing interfaces for exploring these prompts

and their translations.This artist Johannez coined the term “Promptism” (Herdon /

Dryhurst 2022) for this art practice, and wrote a humorous Prompist manifesto us-

ing GPT-3. Against a backdrop ofmodels trained on hundreds ofmillions of images

scraped from the internet, themanifesto asserts “The promptmust always be yours”

(Johannez 2021).

Artist-Guided Neural Networks

Many papers discuss AI from the point of view of creativity taking mostly one po-

sition of two: either AI as an amazing tool for artists and creativity, or AI is seen as

5 https://github.com/lucidrains/deep-daze

6 https://github.com/lucudrains/big-sleep

7 https://github.com/EleutherAI/vqgan-clip

8 https://www.midjourney.com
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somethingnegative in art. It is easy to see that people from the industry advocate for

the first position, and theory scholars for the second one. But, how do practitioners

see contemporary AI technology themselves? And inwhichwaysAI is deployed in art

practice? Hence, it is not the focus of this paper to discuss whether AI canmake art,

but rather how AI can be useful for artists and what new ideas it can offer. By using

practice-based researchmethodology,we decode the role of AI tools in artistic prac-

tice and trace the evolution of such artistic work. In this paper, the practice of artist

duo Varvara & Mar was used as a case study, which provided us with the insides in

this research.

In this chapter, we explore in various ways in which AI was deployed in cre-

ative practice, dividing it into four categories based on medium: synthetic image,

synthetic text, synthetic form, and translation models. From the view of the prac-

titioner, the limitations, new possibilities, and change in production processes are

discussed.

Synthetic Image

Our exploration of DL started with image generation in 2017 when we used Google

Deep Dream algorithm. The idea behind the Neuronal Landscapes project9 was to

imagine how the Estonian landscape will look like in 100 years’ time (commission

work for Estonian History Museum). Since machine mysterious synthetic vista

began to be prevalent, the artwork offers an experience of what it is like to see the

environment through machine eyes, and to be immersed into an endless halluci-

nated simulacra of a neural net. Our intention here was to go beyond a still image

and achieve immersiveness depictingEstonian society’s evolution throughout time:

from forest and farm land, towards urbanisation and increasing digitalization. For

that purpose, a 360º VR video (00:09:39 long) was created. First, the video material

was filmed and then edited. Filming was done with two 360º cameras carried by

a drone to achieve a seamless, continuous shot, without a visible camera. After

the stabilisation of the image, each frame was passed through the DeepDream

algorithm.The rendering process took 30 days’ time on two (for that time) powerful

machines with Nvidia TitanX GPUs working in parallel. Although we could change

parameters of the algorithm to slightly customise the effect, the imprint of the

algorithm was still very present. At the end, Google Deep Dream became sort of a

generative filter to the images.

In the next art project, ProGANwas deployed. For the first time we worked with

datasets and training GANmodels.PlasticLand (2019)10 talks about plastic waste and

9 https://var-mar.info/neuronal-landscapes/

10 https://var-mar.info/plasticland/
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ecological problems this material causes. We composed four different datasets of

images of layered plastics in our planet: landfills, plastic on top of water, plastic un-

derwater, and plastiglomerates.The ProGANmodel was trained on a local machine

using pyTorch and took a week to train, and we used part of the images generated

during training to create a video composition.

Ametal totem displaying those synthetic, as plastic is, layers, we draw attention

not only to the problem of waste but also question whether AI has some similarity

with this material. Since the invention of plastic, this material was applied almost

everywhere because of its perfect qualities,untilwe realised that it is not sustainable

and ecology-friendly.Will a similar story happen with AI?

From the practice-based research perspective, this artwork shows artists’ desire

to move from a still to moving image and towards sculptural form that is held back

by the early stage of machine learning technology: low resolution images jumping

from one frame to another.

Thenext artworksPOSTcardLandscapes fromLanzarote I (00:18:37)and II (00:18:40)11

in 2021 demonstrate the artist’s ability to create video works with StyleGAN2 (see

figure 2). The hypnotic appearance of these works, where one frame morphs natu-

rally into another, shows the artists’ ability in guiding the outputs of the NN. Vector

curation and composition of a journey through the latent space, created by training

the model on specific datasets of 2000+ images, were crucial and integral parts of

the artistic process.

The artwork talks about critical tourism and how circulation of images repre-

senting touristic gaze overpower the nature of seeing. In the words of Jonas Larsen

“‘reality’ becomes touristic, and item for visual consumption” (2006: 241–257).

Hence, we scraped, where licence allowed, the location-tagged images from Flickr

and composed two datasets of photos categorised as tourism or landscape.

As we have written elsewhere,

the art project consists of two videos representing a journey of critical tourism

through the latent space of AI-generated images using StyleGan2. Later the im-

ages are composed into latent interpolations that take the form of smoothly

progressive videos. The two videos are random walks in the latent space of the

Stylegan2 trained models, creating a cinematic synthetic space. The audiovisual

piece shows an animated image through the melted liquid trip of learning ac-

quired from the dataset composed of static images. The video flows from point

to point, generating new views and meaning spaces through the latent space’s

movement. The audio was created after the video was generated in response to

the visual material to complete the art piece. (Guljajeva / Canet Sola 2022a)

11 https://var-mar.info/postcard-landscapes-from-lanzarote/
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The sound for local or landscape viewwas created by a sound artist from Lanzarote,

Adrian Rodd, who aimed to give a socio-political voice to the piece. In contrast, the

sound design created by Taavi Varm is a soundscape replying to touristic gaze. We

aimed to initiate collaborations with others but also to experiment with human-

AI co-creation. In a similar vein is the artwork Phantom Landscapes of Buenos Aires

(00:20:00, 2021)12, with sound work by Cecilia Castro.

Our last experiment with GAN models Synthetic Scapes of Tartu (00:10:00, 2022),

demonstrates a different approach. Taking a dataset composed from our own video

footage (flaneur walks), we first produced the sound (a composition by Taavi Varm,

VilleMJHyvönenwith piano by J. Kujanpää) and used this to inform the direction of

the video.The result was a sound-guided AI-generated visual output.

Fig. 2: Stills from POSTcard Landscapes from Lanzarote I and II

Synthetic Text

In this section, we focus on artwork incorporating AI text generation as part of the

artistic concept.Our journey to text generation startedwith the online participative

theatre project ENA13 and ended with a hand-bound publication.

During the first lockdown in May 2020, together with theatre maker Roger

Bernat, we created an online participative theatre piece ENA on the website ofThe-

ater Lliure in Barcelona. ENA is a generative chatbot that talks to its audience, and

together (AI and audience), they make theatre (see figure 3). As we have described

12 https://var-mar.info/phantom-landscapes-of-buenos-aires/

13 https://var-mar.info/ena/
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before: Although in the description of the project it was stated explicitly that people

were talking to a machine, multiple participants were convinced that on the other

side of the screen another humanwas replying to them–more precisely the theatre

director himself, or at least an actor”. (Guljajeva / Canet Sola 2021)

Fig. 3: A screenshot of ENA user interface and published book.
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Analysing synthetic books, Varvara Guljajeva has stressed the importance of hu-

man input in the AI text-generation systems (2021). In addition, one also needs to

guide the audience participation and interactionwith the chatbot. For this purpose,

we have adopted the traditional theatremethod for guiding actors, as away to guide

the audience,and thus, thebot, too.Stagedirectionswereusedas aguidingmethod,

which triggered thematic conversation and offered meaningful dialogue between

humans and the AI system.We found the conversations so meaningful that we de-

cided to publish a book that contains all the conversations with ENA.

With this project,we learned that it is essential to guide neural networks via au-

dience interaction. In order to do this, it is also necessary to guide the audience.

Without audience interaction guidance, it is nearly impossible to achievemeaning-

ful navigation of NNs.

Translation models

This category focuses on translationmodels that enable interactive and installation-

based formats. Translation refers to the conversion of mediums, or as we put it,

translation of semiotic spaces. To illustrate this,we introduceDreamPainter,14 an art

installation that translates theaudience’s spokendreams toa line-drawingproduced

by a robot (seefigure 4).Asdescribed earlier: “DreamPainter is an interactive robotic

art installation that explores the creative potential of speech-to-AI-drawing trans-

formation,which is a translation of different semiotic spaces performed by a robot.

We extended the AI model CLIPdraw which uses CLIP encoder and the differential

rasterizer diffvg for transforming the spoken dreams into a robot-drawn image”.

(Canet Sola / Guljajeva 2022) “Design- and technology-wise, the installation is com-

posed of four larger parts: audience interaction via spoken word, AI-driven multi-

colored drawing software, control of an industrial robot arm, and kinetic mecha-

nism, which makes paper progression after each painting has been completed. All

these interconnectedparts areorchestrated intoan interactiveandautonomous sys-

tem in the form of an art installation […]”. (Guljajava / Canet Sola 2022b) Out of all

the projects discussed, this was the most difficult to realise.

In this project, we investigated how guidance of NNs could be interactive and

real-time instead of non-interactive and pre-determined, as shown in previous ex-

amples of ourwork. It is important to notice thatmethods, such as dataset composi-

tion and output curationwere not used in this case. In fact, visual output curation is

totally missing.The artists created an interactive system to be experienced and dis-

covered by the audience.Thismeans the audience determines the output. Instead of

curating a dataset, a CLIP model is used that can produce nearly real-time output

14 https://var-mar.info/dream-painter/
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guided by a text prompt. As we havewritten earlier: “Translation of semiotic spaces,

such as spoken dreams to AI-generated robot-drawnpainting, allowed us to deviate

from image-to-imageor text-to-text creation,and thus, imaginedifferent scenarios

for interaction and participation”. (Guljajava / Canet Sola 2022b)

This project indicates our search for transformative outputs of AI technology,

and thus, shows the evolution in practice. By extending available DL tools and com-

bining with other technology, for example, text-to-speechmodels, real-time indus-

trial robot control, and physical computing, it offered an interactive robotic and

kinetic experience of NN latent space navigation. This contributes towards the ex-

plainability of AI because the audience could experience how the words affected the

drawing, and which concept triggered which outcome.

Being inspired by Sigmund Freud’s work on the interpretation of the human

mind while unconscious, we speculatively ask if AI is powerful enough to under-

stand our dreamworld.Through practice we question the capacities of NNs and in-

vestigate how far we can push this technology in the art context.This artwork allows

the audience to experience the limits of concept-based navigation with AI.The sys-

tem is unable to interpret and can only illustrate our dreams. It cannot understand

the prompt semantically and only gets the concepts.

Fig. 4: Kuka industrial robot painting audience’s dreams. Installation view.
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Synthetic Form

In this section, we ask how artists can guide neural networks when creating vol-

umetric forms, and what happens when AI meets materiality. After working for a

while with DL tools that produce 2D outputs, it is an obvious step to explore possi-

bilities to produce 3D results. To our surprise, itwas not an easy task tofind the solu-

tion (Oct 2021). Psychedelic Forms15 is a series of sculptures produced in ceramics and

recycled plastic through which we investigated the possibilities of AI in producing

physical sculptures. The project re-interprets antique culture in the contemporary

language and tools.

Following the same paradigm shift as in the previous section, text2mesh is a

CLIP-basedmodel that doesnot require adataset,but a 3Dobject and text prompt as

input.Hence, themodel actually does not create a 3Dmodel but stylises the inserted

one. And this is guided by inputted text.

Wedecided to go back to the origins, in terms of ancient sculptures andmaterial

selection. Although it was said that there was no dataset, we still had a collection

of 3d models of ancient sculptures because, by far, not all produced the desirable

output. In this sense, therewas definitely an output curation present in the process.

The criteria for selection were the following: first, the form had to be intriguing,

and second, it should be possible to produce it in material afterwards. It was clear

that we had to modify each model because the physical world has gravity, and the

DL model does not take this into account. Some generated models were discarded

because they were seen as not-fixable, although interesting in their shape.

The process demonstrated here is quite an unusual way to create an object. After

extensive experimentation with the tool, we learned how certain words triggered

certain shapes and colours. This knowledge gave us a chance to treat text prompts

as poetic input. Thus, we created short poems to guide NN.The best ones survived

as titles and are reflected in the forms.

The artists did not strictly follow the original model but took the creative lib-

erty to modify the shape and determine the colour by manually glazing the sculp-

tures.The dripping technique was used for colouring the sculptures.This served as

a metaphor for liquid latent space and the psychedelic production process (this was

the artists’ inner feeling about the creative process because they did not know what

results would be achieved in the end).

Sometimes, AI-generated vertex colouringwas taken as inspiration, sometimes

totally ignored. Nevertheless, digital sculptures were exhibited alongside the phys-

ical ones to underline the transformation and human role in the creative process.

Although ceramic sculptures were 3D printed in clay, the fabrication process had

to follow the traditional way of producing pottery (see final sculptures in figure 5).

15 https://var-mar.info/psychedelic-forms/
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Since we had never engaged in ceramics before, the whole production process felt

psychedelic: unexpected NN processes led to transformation by numerical, physi-

cal, and chemical processes, all guided by both the artists and chance.Hence, the art

project highlights the relationship between different agencies.

In the end, we can say that AI is not prepared for the physical world. It created

nice images, but when one wants tomaterialise the output, it requires considerable

additionalwork.However, those extraprocesseswere very rewardingandcreative in

our case. In this project, AI served as an inspiration or a departing point more than

anything else. In other words, the experimental phase of technology is necessary

for experimental practices, and this can lead to the creation of a new production

pipeline.Thefine linebetweencontrol andchancewhenguiding theneural networks

and related processes is likely the main creative drive for the artists.

Fig. 5: Ceramic sculptures guided by 3D object and text prompt, 3D printed in clay, and

glazedmanually. From left to right: Psychedelic Angel (Venus), Mermaid in green jelly and

pink feather (Nymph), Psychedelic Angel (Venus).

Discussion

According to themedia hype around AI, this technology is intelligent enough to cre-

ate art autonomously (Perez 2018; Vallance 2022). However, the reality is different.

According to computer scientist and a co-inventor of Siri Luc Julia,AI does not exist.

He advocates for machines’ multiple intelligences that often outperform humans.

However, machine intelligence is limited and discontinuous compared to human
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intelligence (Julia 2020). Therefore, it is vital to have artistic practices around this

technology, as a counterbalance to the AI fantasies served by the industry andmass

media.

We see AI as a creative tool with its own possibilities and limitations, which

can stimulate artists’ creativity through unexpected outputs. Research has shown

that tool-making expands human cognitive level and constitutes evolution in cul-

ture (Stout 2016). Similarly, as a new tool, generative AI could potentially enrich cre-

ativity by allowing new production pipelines that can generate unique results.

Coming back to the synthetic images, we can say that all machine-created syn-

thetic image-basedworks discussed here have particular aesthetics: bothwithDeep

Dream and GAN. Unlike the output of GANs, Deep Dream has a more recognizable

style and can be seen more as a filter that transforms every inputted image instead

of learning from the given dataset.

RegardingGANaesthetics, such visual appearance is inherited from twoentities

to a large extent: the dataset and the model itself. GANs have a particular footprint,

as seen in all works produced with this model. The visual palette comes from the

used datasets. For example, if a dataset is homogeneous (only landscape images),

thenwewill easily recognize landscapes in the generatedoutput.However, if images

in the dataset have a lot of visual variation, the output is rather abstract. POSTcard

Landscapes from Lanzarote illustrate this well. Also, when photos in the dataset look

similar, theoutputwill alsobe similar,aswas the casewith theSyntheticScapesofTartu

videoworkwhere frames fromrecorded flaneurwalks ina citywereextracted.When

we talk about video works generated with the neural net, then manual guidance of

latent space offered more variations than an audio-led approach.

Synthetic imageworkshave encouragedus toworkwith formats like images and

videos that we did not engage in before in our art practice, but we found it exciting

working with AI and video. For example, AI video generation has some affordances,

like starting and ending can be done in a perfect loop since images are syntheti-

cally generated.However, creating real-timeAIwork ismuchmore complexbecause

somemodels are too slow. It might take a fewminutes to render a single image.The

limitations inspire us to devise new solutions andwork in newmediums.Moreover,

the limitations of the medium has always been a good challenge for our creativity.

WorkingwithGANs or other image-generation tools has becomemuch easier in

recent years, although it used to be quite difficult.Wemust note that for practition-

ers, easy-to-use tools, such asDALL-E andMidjourney, offer little creative freedom,

and thus, are less attractive to the artists. Those products tend to instrumentalize

the user rather than the other way around. At the same time, open source models

offer more creative freedom and enable broader use of artistic ideas.

The work with generated text demonstrates that AI is not context-aware but

maps concepts automatically without understanding semantics.More importantly,

as shown in the ENA project the audience must also be guided alongside the AI. In
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the case of ENA, stage directions were used, and in the Dream Painter project, the

concept of dream telling was applied to guide the participants who in turn guided

the neural net through their interaction, creating a chain reaction. Navigating con-

cepts in latent space is artistically interesting and inspiring, this was especially evi-

dent when working with form.The artists went beyond semantics and learned how

to guide neural networks with a text prompt and 3D object.

Thepresentedpractice represents a paradigmshift inmachine learning,moving

away fromcomposingdatasets forGANs and toward translating semiotic spaces en-

abled by diffusion models.The evolution in practice shows how artists discover and

learn to work with the DL toolset, embracing its possibilities and limitations. In the

case of practice-based research,practice can be seen as a lab for testing artistic ideas

with technology through chance until control is encountered.

Conclusion

In this article,we have summarisedDL development from the perspective of artists’

interests concentrating on the image, video, text, 3D object generation, and trans-

lation models. We applied practice-based research methodology to investigate the

role and possibilities of recent co-creative AI tools in artistic practice.

It is difficult to keep pace with AI development. In less than a decade, we have

gone from blurry black-and-white faces to impressive high-resolution images

guided by text prompts.The user level has gone from difficult to easy, which on one

side, broadens possibilities for creation, but on another, it diminishes experimen-

tation and creativity, since AI outputs seem ready-made.This is also demonstrated

by the explorative nature of the body of work presented here.

Furthermore, itwas noticed that creativeAI, especiallyGANmodels,have recog-

nizable aesthetics, which in the long run, become repetitive.This led to the change

of tools by the artists.The curation of datasets,models, and outputs, along with NN

guidance,have become the toolset of an artistworkingwithAI. Finally, thesemodels

can generatemultitudes of outputs, but the art is giving the right input to guide the

desired output and selecting the results that best serve the concept

As Andy Warhol had envisioned in 1963, eventually, art production will become

mechanised and automated. In his own words: “I want to be amachine”, which was

also a reflection on that time’s vast industrialization process. Resonating with to-

day’s deep learning age: I want mymachine to do art.
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